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I. (U) INTRODUCTION 

In 2016, Russian operatives associated with the St. Petersburg-based 
Internet Research Agency (IRA) used social media to conduct an information warfare campaign 
designed to spread disinformation and societal division in the United States. 1 

Masquerading as Americans, these operatives used targeted advertisements, 
intentionally falsified news articles, self-generated content, and social media platform tools to 
interact with and attempt to deceive tens of millions of social media users in the United States. 
This campaign sought to polarize Americans on the basis of societal, ideological, and racial 
differences, provoked real world events, and was part of a foreign government's covert support 
of Russia's favored candidate in the U.S. presidential election .••••••••••• 
-~ ' < - ,' •, • • • • ~ • ~' ·,I - • • ·, ~ •, • , • < 

(U) The Senate Select Committee on Intelligence undertook a study of these events, 
consistent with its congressional mandate to oversee and conduct oversight of the intelligence 
activities and programs of the United States Government, to include the effectiveness of the 
Intelligence Community's counterintelligence function. In addition to the work of the 
professional staff of the Committee, the Committee's findings drew from the input of 
cybersecurity professionals, social media companies, U.S. law enforcement and intelligence 
agencies, and researchers and experts in social network analysis, political content, 
disinformation, hate speech, algorithms, and automation, working under the auspices of the 
Committee's Technical Advisory Group (TAG). 3 The efforts of these TAG researchers led to 

I 

the release of two public reports on the IRA's information warfare campaign, based on data 
provided to the Committee by the social media companies. 4 These reports provided the 

1 (U) For purposes of this Volume, "information warfare" refers to Russia's strategy for the use and management of 
information to pursue a competitive advantage. See Congressional Research Service, Defense Primer: Information 
Operations, December 18, 2018. 
2 

3 (U) The TAG is an external group of experts the Committee consults for substantive technical advice on topics of 
importance to Committee activities and oversight. In this case, the Committee requested the assistance of two 
independent working groups, each with the technical capabilities and expertise required to analyze the data. The 
two working groups were led by three TAG members, with John Kelly, the founder and CEO of the social media 
analytics firm Graphika, and Phil Howard, an expert academic researcher at the Oxford Internet Institute, leading 

. one working group, and Renee DiResta, the Director of Research at New Knowledge, a cybersecurity company 
dedicated to protecting the public sphere from disinformation attacks, leading the other. 
4 (U) Renee DiResta, Dr. Kris Shaffer, Becky Ruppel, David Sullivan, Robert Matney, Ryan Fox, Dr. Jonathan 
Albright, and Ben Johnson, "The Tactics and Tropes of the Internet Research Agency," New Knowledge, December 
17, 2018, https://www.newknowledge.com/articles/the-disinformation-report/; Phil Howard, Bharath Ganesh, 
Dimitra Liotsiou, John Kelly, and Camille Francois, "The IRA, Social Media and Political Polarization in the United 
States, 2012-2018," Computational Propaganda Research Project, Oxford Internet Institute, December 2018, 
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Committee, social media companies, U.S. law enforcement, international partners, fellow 
researchers and academics, and the American public with an enhanced understanding of how 
Russia-based actors, at the direction of the Russian government, effectuated a sustained 
campaign of information warfare against the United States aimed at influencing how this 
nation's citizens think about themselves, their government, and their fellow Americans. The 
Committee supports the findings therein. 

(U) The Committee also engaged directly with a number of social media companies in 
the course of this study. The willingness of these companies to meet with Members and ~taff, 
share the results of internal investigations, and provide evidence of foreign influence activity 
collected from their platforms was indispensable to this study. Specifically, the Committee's . 
ability to identify Russian activity on social media platforms was limited. As such, the 
Cominittee was largely reliant on social media companies to identify Russian activity and share 
that information with the Committee or with the broader public. Thus, while the Committee 
findings describe a substantial amount of Russian activity on social media platforms, the full 
scope of this activity remains unknown to the Committee, the social media companies, and the 
broader U.S. Government. 

II. (U) FINDINGS 

1. (U), The Committee found, that the IRA sought to influence the 2016 U.S. presidential 
election by harming Hillary Clinton's chances of success and supporting Donald Trump 
at the direction of the Kremlin. 

(U) The Committee found that the IRA' s :lnformation warfare campaign was broad in 
scope and entailed objectives beyond the result of the 2016 presidential election. Further, 
the Committee's analysis of the IRA's activities on social media supports the key 
judgments of the January 6, 2017 Intelligence Community Assessment, "Assessing 
Russian Activities and Intentions in Recent US Elections," that "Russia's, goals were to 
undermine public faith in the US democratic process, denigrate Secretary Clinton,· and 
harm her electability and potential presidency."5 However, where the Intelligence 
Community assessed that the Russian government "aspired to help President-elect 
Trump's election chances when possible by discrediting Secretary Clinton and publicly 
contrasting her unfavorably to him," the Committee found that IRA social media activity 
was overtly and almost invariably supportive of then-candidate Trump, and to the 
detriment .of Secretary Clinton's campaign.6 · 

https://int.nyt.com/data/documenthelper/534-oxford-russia-intemet-research-
agency/c6 5 8 8b4a7b940c5 51c38/ optimized/full. pdf. . 
5 (U) Office of the Director ofNational Intelligence (ODNI), "Assessing Russian Activities and Intentions in 
Recent US Elections," Intelligence Community Assessment (Unclassified Version), January 6, 2017, 
https://www.dni.gov/filesfdocuments/ICA _ 2017_O1.pdf. 
6 (U) Ibid. 

•, . 
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(U) The Committee found that the Russian government tasked and supported the IRA' s 
interference in the 2016 U.S. election. This finding is consistent with the Committee's 
understanding of the relationship between IRA ownerYevgeniy Prigozhin and the 
Kremlin, the aim and scope of the interference by the IRA, and the correlation between 
the IRA's actions and electoral interference by the Russian government in other contexts 
and by other means.7 Despite Moscow's denials, the direction and financial involvement 
of Russian oligarch Yevgeniy Prigozhin, as well as his close ties to high-level Russian 
government officials including President Vladimir Putin, point to significant Kremlin 
support, authorization, and direction of the IRA' s operations and goals. 

. - . - - - . . . - . .. - - - ---
. . " . 

2. (U) The Committee found that Russia's targeting of the 2016 U.S. presidential election 
was part of a broader, sophisticated, and ongoing information warfare campaign designed 
to sow discord in American politics and society. Moreover, the IRA conducted a vastly 
more complex and strategic assault on the United States than was initially understood. 
The IR.A's actions in 2016 represent only the latest installment in an increasingly brazen 
interference by the Kremlin on the citizens and democratic institutions of the United 
States. 

Russia's history of using social media as a lever for online 
influence operations predates the 2016 U.S. presidential election and involves more than 
the IRA. The IR.A's operational planning for the 2016 election goes back at least to 
2014, when two IRA operatives were sent to the United States to gather intelligence in 
furtherance of the IR.A's objectives.9 

-
7 (U) Indictment, United States v. Internet Research Agency, et al., Case 1: l 8-cr-00032-DLF (D.D.C. Feb. 16, 
2018). 

8 ........................................ ll!m. 
9 (U) Scott Shane and Mark Mazzetti, "The Plot to Subvert an Election - Unraveling the Russia Story So Far," The 
New York Times, September 20, 2018. 

10 .................................................. .. 
II , ~ . ~ -- - - ·, - ....,. -. - -

; • J ', ' • 

12 (U) Ibid. 
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(U) Analysis of the behavior of the IRA-associated social media accounts makes dear 
that while the Russian information warfare campaign exploited the context of the election 
and election-related issues in 2016, the preponderance of the operational focus, as 
reflected repeatedly in content, account names, and audiences targeted, was on sociapy 
divisive issues-such as race, immigration, and Second Amendment rights-in an 
attempt to pit Americans against one another and against their government. The 
Committee found that IRA influence operatives consistently used hot-button, societal 
divisions in the United States as fodder for the content they published through social 
media in order to stoke anger, provoke outrage and protest, push Americans further away 
from one another, and foment distrust in government institutions. The divisive 2016 U.S. 
presidential election was just an additional feature of a much more expansive,, target-rich 
landscape of potential ideological and societal sensitivities. 

3. (U) The Committee found that the IRA targeted not only Hillary Clinton, but also 
Republican candidates during the presidential primaries. For example, Senators Ted 
Cruz and Marco Rubio were targeted and denigrated, as was Jeb Bush.14 As Clint Watts, 
a former FBI Agent and expert in social media weaponization, testified to the Committee, 
"Russia's o~ert media outlets and covert trolls sought to sideline opponents on both sides . 
of the golitical spectrum with adversarial views towards the Kremlin." IRA operators 
sought"to impact primaries for both major parties and "may have helped sink the hopes of 
candidates more hostile to Russian interests long before the field narrowed." 15 

4. (U) The Committee found that no single group of Americans was targeted by IRA 
information operatives more than African-Americans. By far, race and related issues 
were the preferred target of the information warfare campaign designed to divide the 
country in 2016. Evidence of the IRA's overwhelming operational ei;nphasis on race is' 
evident in the IRA's Facebook advertisement content (over 66 percent contained a term 
related to rac~ ) and targeting (locational targeting was principally aimed at African
Americans in key metropolitan areas with), its Face book pages (one of the IRA's top
performing pages, "Blacktivist," generated 11.2 million engagements with Facebook 

' users), its Instagram content (five of the top 10 Instagram accounts were focused on 
African-American issues and audiences), its Twitter content (heavily focused on hot
button issues with racial undertones, such as the NFL kneeling protests), and its Y ouTube 

131111111111111111111111111111111111111111111111111111111111111111 ... -14 (U) Indictment, United States v. Internet Research Agency, et al., Case 1: 18-cr-00032-DLF (D.D.C. Feb. 16, 
2018); Renee DiResta, Dr. Kris Shaffer, Becky Ruppel, David Sullivan, Robert Matney, Ryan Fox, Dr. Jonathan 
Albright, and Ben Johnson, "The Tactics and Tropes of the Internet Research Agency," New Knowledge, December 
17,2018. ' 
15 (U) Clint Watts, Hearing before the Senate Select Committee on Intelligence, March 30, 2017, available at 
https://www.intelligence.senate.gov/hearings/open. ' 
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activity (96 percent of the IRA's YouTube content was targeted at racial issues and police· 
brutality). 

5 .. (U) The Committee found that paid advertisements were not key to the IRA's activity, 
and moreover, are not alone an accurate measure of the IRA's operational scope, scale, ~r 
objectives, despite this aspec~ of social media being a focus of early press reporting and 
public awareness. 16 An emphasis on the relatively small number of advertisements, and 
the cost of those advertisements, has detracted focus from the more prevalent use of 
original, free content via multiple social media platforms. According to Facebook, the 
IRA spent a total-of about $100,000 over two years on advertisements-a minor amount, 
given the operational costs of the IRA were approximately $1.25 million dollars a 
month. 17 The nearly 3,400 Facebook and Instagram advertisements the IRA purchased 
are comparably minor in relation to the over 61,500 Facebook posts, 116,000 Instagram 
posts, and 10.4 million tweets that were the original creations of IRA influence 
operatives, disseminated under the guise of authentic user activity. 

6. (U) The Committee found that the IRA coopted unwitting Americans to engage in-
. offline activities in furtherance of their objectives. The IRA's online influence operations 
were not constrained to the unilateral dissemination of content in the virtual realm, and its 
operatives were not just focused on inciting anger and provoking division on the internet. 
Instead, the IRA also persuaded Americans to deepen their engagement with IRA 
operatives. For exci.mple, the IRA targeted African-Americans over social media and 
attempted and succeeded in .some cases to influence their targets to sign petitions, share 
personal information, and teach self-defense training courses. 18 In addition, posing as 
U.S. political activists, the IRA requested-and in some cases obtained-assistance from 
the Trump Campaign in procuring materials for rallies and in promoting and organizing 
the rallies. 19 · 

7. (U) The Committee found that the IRA was not Russia's only vector for attempting to 
· . influence the United States through social media in 2016. Publicly available information 

showing additional influence operations emanating from Russia unrelated to IRA activity 
make clear the Kremlin was not reliant exclusively on the IRA in 2016. Russia's 
intelligence services, including the Main Directorate of the General Staff of the Armed 
Forces of the Russian Fed~ration (GRU), also exploited U.S. social media platforms as a 

16 (U) Dan Keating, Kevin Schaul and Leslie Shapiro, "The Facebook ads Russians targeted at different groups," 
Washington Post, November 1, 2017. 
17 (U) Indictment, United States v. Internet Research Agency, et al., Case 1: 18-cr-00032-DLF (D.D.C. Feb. 16, 
2018). 
18 (U) Shelby Holliday and Rob Barry, "Russian Influence Campaign Extracted Americans' Personal Data," Wall 
Street Journal, March 7, 2018. 
19 (U) Indictment, Uni,ted States v. Internet Research Agency, et al., Case 1: l 8-cr-00032-DLF (D.D.C. Feb. 16, 
2018). . 
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vehicle for influence operations.20 Information acquired by the Committee from 
intelligence oversight, social media companies, the Special Counsel's investigative 
findings, and research by commercial cybersecurity companies all reflect the Russian 
government's use of the GRU to carry out another core vector of attack on the 2016 
election: the dissemination of hacked materials. 

8. · (U) The Committee found that IRA activity on social media did not cease, but rather 
increased after Election Day 2016. The data reveal increases in IRA activity across 
multiple social media platforms, post-Election Day 2016: Instagram activity increased 
238 percent, Facebook increased 59 percent, Twitter increased 52 percent, and YouTube 
citations went up by 84 percent21 As John Kelly noted: "After election day, the Russian 
government stepped on the gas. Accounts operated by the IRA troll farm became more 
active after the election, confirming again that the assault on our democratic process is. 
much bigger than the attack on a single election.',zz 

(U) Though all of the known IRA-related accounts from the Committee's data set were 
suspended or taken down in the fall of 2017, outside researchers continue to uncover 
additional IRA social media accounts dedicated to spreading malicious content. 
According to an October 2018 study of more than 6.6 million tweets linking to publishers 
of intentionally false news and conspiracy stories, in the months before the 2016 U.S. 
election, "more than 80% of the disinformation accounts in our election maps are still 
active ... [and] continue to publish more than a milli.on tweets in a typical day."23 

III. (U) THE REACH OF SOCIAL MEDIA 

(U) Social media and its widespread adoption hljtve changed the nature and practice of 
human interaction for much of the world. During the 2016 election campaign season, 
approximately 128 million Facebook users in the United States alone generated nearly nihe 
billion interactions related to the 2016 U.S. presidential election.24 In just the last month of the 
campaign, more than 67 million Facebook users in the United States generated over 1.1 billion 
likes, posts, comments, and shares related to Donald, Trump. Over 59 million Facebook users in 
the United States generated over 934 million likes, posts, comments and shares related to Hillary 
Clinton. On Election Day, 115 .3 million Face book users in the United States generated 716.3 

20 (U) Adam Entous, Elizabeth Dwoskin, and Craig Timberg, "Obama tried to give Zuckerberg a wake-up call over 
fake news on Facebook," Washington Post, September 24, 2017. 
21 (U) John Kelly, SSCI Transcript of the Closed Briefing on Social Media Manipulation in 2016 and Beyond, July 
26,2018. . 
22 (U) John Kelly, Hearing before the Senate Select Committee on Intelligence, August 1, 2018, available at 
https://www.intelligence.senate.gov/hearings/open. 
23 (U) Matthew Hindman and Vlad Barash, "Disinformation, 'Fake News' and Influence Campaigns on Twitter," 
Knight Foundation, October. 4, 2018, https://knightfoundation.org/articles/seven-ways-misinformation-spread-
during-the-2016-election. · -
24 (U) Dana Feldman, "Election Day Dominated Facebook With Over 716M Election-Related Interactions," Forbes, 
November9, 2016. 
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million interactions related to the election and viewed election-related videos over 640 million 
times.25 

(U) The Twitter platform also featured prominently across the arc of the 2016 campaign 
season. Americans sent roughly one billion tweets and retweets about the election between the 
first primary debates in August 2015 and Election Day 2016.26 The U.S. Election Day 2016 was 
the most-Tweeted Election Day ever, with worldwide users generating more than 75 million 
election-related tweets.27 , 

(U) Political campaigns, in the.ambition of harvesting this connectivity and speaking 
"directly" with as many voters as possible, have adapted and attempted to exploit this new media 
environment. 1 Total digital advertisement spending related to the 2016 election cycle on social 
media reached $1.4 billion-a 789 percent increase over 2012.28 

(U) Social media has created new virtual venues for American participation in the 
national political discourse, and offered a new channel for direct democratic engagement with 
elected officials, media representatives, and fellow citizens around the world. However, the 
same system of attributes that empowers these tools and their users to positively increase civic 
engagement and constructive dialogue lends itself to exploitation, which frequently materializes 
as the dissemination of intentionally false, misleading, and deliberately polarizing content.29 

(U) According to one November 2016 analysis, in the final three months leading up to 
Election Day, calculated by total number of shares, reactions, and comments, the top-performing 
intentionally false stories on Facebook actually outperformed the top news stories from the 
nineteen major news outlets.30 That analysis fou11d that in terms of user engagement, the top two 
intentionally false election stories on Facebook included articles alleging Pope Francis' 
endorsement of Donald Trump for President (960,000 shares, reactions, and comments), and 
WikiLeaks' confirmation of Hillary Clinton's sale of weapons to ISIS (789,000 shares, reactions, 
and comments).31 · ' 

25 (U) Ivana Kottasova, "Trump's Win Smashes Social Media Records," CNN, November 9, 2016. 
26 (U) Bridget Coyne, "How #Election2016 was Tweeted·so far," Twitter Blog, November 7, 2016. 
2'l(u} Twitter, "6.8 Million Viewers Watch Twitter Live Stream ofBuzzFeed News' Election Night Special," 
November 10, 2016, https://www.pmewswire.com/news-releases/68-million-viewers-watch-twitter-live-stream-of
buzzfeed-news-election-night-special-300360415 .html. 
28 (U) Kate Kaye~ "Data-Driven Targeting Creates Huge 2016 Political Ad Shift: Broadcast TV Down 20%, Cable 
and Digital Way Up," AdAge, January 3, 2017. · 
29 (U) The term "fake news" is not a useful construct for understanding the complexity of influence operations on 
social media in today's online ecosystem. The term's definition has evolved since the 2016 election and today, has 
been, at times, misappropriated to fit certain political and social perspectives. · ' 
30 (U) Craig Silverman, "This Analysis Shows How Viral Fake Election News Stories Outperformed R~al News on 
Facebook," Buzzfeed, November 16, 2016, ("During these critical months of the campaign, 20 top-performing false 
eleCtion stories from hoax sites and hyper-partisan biogs generated 8, 7111,000 share!', reactions and comments on 
Facebook. ... Within the same time period, the 20 best performing election stories from 19 major news websites 
generated a total of7,367,000 shares, reactions and comments on Facebook.") 
31 (U) Ibid. . 
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(U) A September 2017 Oxford Internet Institute study ofT'Yifter users found that, "users 
got more misinformation; polarizing, and conspiratorial content than professionally produced 
news."32 ·According to the study, in the "swing state" of Michigan, professionally produced 
news was, by proportion, "consisteptly smaller than the amount of extremist, sensationalist, 
conspiratorial, masked commentary, fake news and other forms of junk news," and the ratio was 
most disproportionaie the day before the 2016 U.S . .election.33,34 A National Bureau of Economic 
Research paper from January 2017 assessed that intentionally false content accounted for 38 · 
million shares on Facebookin the last 3 months leading up to the election, which translates into 
760 million clicks-or "about three stories read per American adult."35 

' - \ . 

(U) In conducting a broader analysis of false information dissemination, in what was 
described as "the largest ever study of fake news," researchers at MIT tracked over 125,000 news 
stories on Twitter, which were shared by three million people over the course of 11 years, 36,37 

The research found that, "Falsehood diffused significantly farther, faster, deeper, and more 
broadly than the truth in all categories of information, and the effects were more pronounced for 
false political news than for false news about terrorism, natural disasters, science, urban legends,. 
or financial information." The study also determined that false news stories were 70 percent 
more likely to be retweetedthari accurate news, and that true stories take about six times as long 
to reach 1,500 people on Twitter as false stories do. According to the lead researcher in the 
study, Soroush Vosoughi, "It seems pretty clear that false information outperforms true · 
information."38 · 

1 (U) The spread of intentionally false information on social media is often exacerbated by 
automated, or "bot" accounts .. The 2016 U.S. election put on full display the impact that more 
sophisticated automation and the proliferation ofhots have had on American political discourse. 
Researchers at the University of Southern California who evaluated nearly 20 million election:. 
related tweets assessed that about one-fifth of the political discourse around the 2016 election on 
Twitter may have been automated and the result of bot activity. This research, however, does 
not-make clear what country the bot activity originated from, or whether the activity was· 

· 32 (U) Phil Howard, et al., "Social Media, News and Political Information during the U.S. Election: Was Polarizing 
Content Concentrated in: Swing States," Oxford Internet Institute, Project on Computational Propaganda, September 
29, 2017, https://arxiv.org/ftp/arxiv/papers/1802/1802.03573.pdf · 
33 (U) A swing state is a U.S. state in which Republican and Democratic candidates have similar levels of support 
and which is lik~ly to play a key role in the outcome of presidential elections. 
34 (U) Philip Howard, Gillian Bolsover, et al., "Junk News and Bots During the U.S. Election: What Were¥ichigan 
Voters Sharing Over Twitter?" Oxford Intemetlnstitute, Project on Computational Propaganda, March 26, 2017, 
http://comprop.oii.ox.ac.uk/wp-content/uploads/sites/89/2017 /03/What-Were-Michigan-Voters-Sharing~Over
Twitter-v2.pq£ 
35 (U) Hunt Allcott and Matthew Gentzkow, "Social Media and Fake News in the 2016 election," Journal of 
Economic Perspectives, Volume 31, Number 2, Spring 2017, 211-236, http://www.n):ler.org/papers/w23089. 
36 (U) Soroush Vosoughi, etal., "The spread of true and false news online," Science, Volume 359, Issue 6380, 
Match 9, 2018, 
http) /ide.mit.edu/sites/ default/files/publications/20 l 7%20IDE%20Research%20Brief'/o20False~20N ews.pdf. 
37 (U) Robinson Meyer, "The Grim Conclusions of the Largest Ever Study of Fake News," The Atlantic, March 8, 
2918: https://www.theatlantic.com/technology/archive/2018/03/largesHtudy-ever-fake-news-miHwitter/555 l 04/. 
38 (U) ·Ibid. 
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necessarily malicious in nature. These researchers al~o concluded that "bots [were] pervasively 
present and active in the online political discussion about the 2016 U.S. presidential election," 
adding that "the presence of social media bots can indeed negatively affect democratic political 
discussion rather than improving it."39 Arriving at a similar conclusion, an Oxford Internet 
Institute study-of 17 million tweets posted during the 2016 election found that bots "reached 
positions of measurable influence," and "did infiltrate the upper cores of influence and were thus 
jn a position to significantly influence digital communications during the 2016 U.S. election."40 

(U) In testimony to the Committee, social 1nedia researcher John Kelly suggested that 
automated accounts focused on fringe political positions are far more active than the voices of 
actual people holding politically centrist views: "In our estimate, today the automated accounts at 
the far left and far right extremes of the American political spectrum produce as many as 25 to . 
30 times the number of messages per day on average as genuine political accounts across the 
mainstream." In other words, "the extremes are screaming while the majority whispers."41 

Taken as a whole, the attributes of social media platforms render them vulnerable for foreign 
influence operations intent on sowing discord throughout American society. 

IV. (U) RUSSIAN USE OF DISINFORMATION 

(U) Russia's attack on the 2016 election was a calculated and brazen assault on the 
United States and its democratic institutions, but this was not the Kremlin's first foray into 

· asymmetric warfare against Am_erica. Russian interference in 2016 represents the latest and most 
sophisticated example of Russia's effort to undermine the nation's democracy through targeted 
operations. As the January 6, 2017, Intelligence Community Assessment states, Moscow's 
provocations "demonstrated a significant escalation in directness, level of activity, and scope of 
effort." However, the activities only "represent the most recent expression of Moscow's 
longstanding desire to undermine the U.S.-led liberal democratic order."42 

(U) Russia's intelligence services have been focused for decades on conducting foreign 
influence campaigns, or "active measures," and disinformatiori.43,44 The Russian intelligence 
services "pioneered dezinformatsiya [disinformation] in the early twentieth century," and by the 
mid-1960's, had significantly invested in disinformation and active measures.45 According to 

39 (U) Alessandro Bessi and Emilio Ferrara, "Social Bots Distort the 2016 US Presidential Election Online 
Discussion," First Monday, Volume 21, Number 11, 7 November 7, 2016, https://ssrn.com/abstract=2982233. 
40 (U) Samuel Woolley and Douglas·Guilbeault, "Computational Propaganda in the United States of America: 
Manufacturing Consensus Online," Oxford Internet Institute Computational Propaganda Research Project, May 
2017, http://comprop.oii.ox.ac. uk/wp-cqntent/uploads/sites/89/2017 /06/Comprop-USA.pdf. 
41 (U) John Kelly, Hearing before the Senate Select Committee on Intelligence, August 1, 2018, available at 

· https://www.intelligence.senate.gov/hearings/open. 
42 (U) ODNI, "Background .to 'Assessing Russian Activities ancfintentions in Recent U.S. Elections': The Analytic 
Process and Cyber Incident Attribution," January 6, 2017, https://www,dni.gov /files/ documents/I CA_ 2017_01. pdf. 
43 (U) "Active measures" is a Soviet-era term now called "measures of support" by the Russian government. 
44 (U) Disinformation is the intentional spread· of false information to deceive. 
45 (U) "Dezinformatsiya" is a Russian word, defined in the 1952 Great Soviet Encyclopedia as the "dissemination 
(in the press, on the radio, etc.) of false reports intended to mislead public opinion." 
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testimony Roy Godson and Thomas Rid provided to the Committee, over 10,000 individual 
disinformation operations were carried out during the Cold War involving approximately 15,000 

· personnel at its peak.46,47 

A. (U) Russian Active Measures · 

(U) For decades, Soviet active measures pushed conspiratorial and disinformation 
narratives about the United States around the world. The KGB authored and published false 
stories and forged letters concerning the Kennedy assassination, including accounts suggesting 
CIA involvement in the killing. Martin Luther King, Jr. was the target of manufactured KGB 
narratives, as was Ronald Reagan. Russian intelligence officers planted anti-Reagan articles in 
Denmark, France, and India during his unsuccessful 1976 bid for the Republican presidential 
nomination. A declassified U.S. State.Department document from 1981 outlines a series of 
realized Russian active measures operations, including the spread of falsehoods concerning U.S. 
complicity in the 1979 seizure of the Grand Mosque of Mecca and responsibility for the 1981 
death of Panamanian General Omar Torrijos, as well as an elaborate deception involving 
multiple forgeries and false stories designed to undermine the Camp David peace process and to 
exacerbate tensions between the United States and Egypt.48 Among the most widely known and 
successful active measures operations conducted during the Cold War centered on a conspiracy 
that the AIDS virus was manufactured by the United States at a military facility at Fort Detrick 
in Maryland. This fictional account of the virus' origin received considerable news coverage, 
both in the United States and in over forty non-Cold War aligned countries around the world.49 

(U) In a 1998 CNN interview, retired KGB Major General Oleg Kalugin described 
active measures as "the heart and soul o[ Soviet intelligence": 

Not intelligence collection, but subversion; active measures to weaken the West, 
td drive wedges in the Western community alliances of all sorts, particularly 
NATO; to sow discord among allies, to weaken the. United States in the eyes of the 
people of Europe, Asia, Africa, Latin America, and thus to prepare ground in case . 
the war really occurs. 50 

' (U) While this history of discrediting the United States with spurious rumor$ and 
disinformation is well-chronicled, Russia has continued the practice today. 

46 (U) Thomas Rid, Hearing before the Senate Select Committee on Intelligence, March 30, 2017, available at 
https://www.intelligence.senate~gov/hearings/open. 
47 (U) Roy Godson, Hearing before the Senate Select Committee on Intelligence, March 30, 2017, available at 
https://www.intelligence.senate.gov/hearings/open. 
48 (U) Department of State, "Soviet Active Measures: Forgery, Disinformation, Political Operations," Special 
Report No. 88, October 1981, https://www.cia.gov/library/readingroorn/docs/CIA-RDP84B00049ROOl30315003 l
O.pdf. 

.~9 (U) Christopher M. Andrew and Vasili Mitrokhin, The Sword and the Shield: The Mitrokhin Archive & the Secret 
History of the KGB, Basic Booksi 1985, p. 244. 
50 (U) q1eg Kalugin, "Inside the KGB: An interview(ith retired KGB Maj. Gen. Oleg Kalugin," CNN, January 
J998. . j . ~ 
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(U) As Sergey Tretyakov, the former SVR (the foreign intelligence service of the 
Russian Federation, and a successor organization to the KGB) "rezident," or station chief for 
Russian intelligence in New York, wrote in 2008, "Nothing has changed .... Russia is doing 
everything it can today to embarrass the U.S."51 

B. (U) Russia's Military and Information Warfare 

(U) While active measures have long been a tool of the Russian intelligence services, a 
shift toward developing and honing the tools of information warfare represents a more recent 

, devel'opment for the Russian conventional military and larger national security establishment. 

(U) The embrace of asymmetric information operations resulted from a number of 
factors, but chiefly from the Russian national security establishment's belief that these operations 
are effective. Pavel Zolotarev, a retired major general in the Russian Army, explained, "We had 
come to the conclusion ... that manipulation in the information sphere is a very effective tool."52 

That conclusion was reinforced by the perception that these operations are extremely difficult to 
defend against, particularly with multinational military alliances like NATO, which is built to 
deter and if necessary defeat a traditional, conventional military threat. Information warfare, in 
addition, is an extremely low-cost alternative to conventional military conflict. 

(U) A lack of alternatives also motivates Russia's reliance on asymmetric tactics. 
Russia's national security establishment may have had no choice but to increase its asymmetric 
capabilities given its inability to with the West on a more traditional, military hard 
power basis. Former National Intelligence Officer for Russia and Eurasia Eugene Rumer stated 
in 2017 testimony to the Committee that Russia's information warfare toolkit "performs the 
'function of the equalizer that in the eyes of the Kremlin is intended to make up for Russia's 
weakness vis-a-vis the West."53 
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51 (U) See Evan Osnos, David Remnick, and Joshua Yaffa, "Trump, Putin, and the new Cold War," New Yorker, 
March 6, 2017. 
52 (U) Ibid. 
53 (U) Eugene Rumer, Hearing before the Senate Select Committee on Intelligence, March 30, 2017, available at 
https ://www.intelligence.senate.gov/hearings/ open. 
54 
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